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Abstract—Most digital systems are equipped with dc–dc con-
verters to supply various levels of voltages from batteries to
logic devices. DC–DC converters maintain legal voltage ranges
regardless of the load current variation as well as battery voltage
drop. Although the efficiency of dc–dc converters is changed by
the output voltage level and the load current, most existing power
management techniques simply ignore the efficiency variation of
dc–dc converters. However, without a careful consideration of the
efficiency variation of dc–dc converters, finding a true optimal
power management will be impossible. In this paper, we solve
the problem of energy minimization with the consideration of the
characteristics of power consumption of dc–dc converters. Specif-
ically, the contributions of our work are as follows: 1) We analyze
the effects of the efficiency variation of dc–dc converters on a
single-task execution in dynamic voltage scaling (DVS) scheme
and propose the DC_DVS technique for dc–dc converter-aware
energy-minimal DVS. 2) DC_DVS is then extended to embed an
awareness of the characteristics of dc–dc converters in general
DVS techniques for multiple tasks. 3) We go on to propose a
technique called DC_CONF for generating a dc–dc converter that
is most energy efficient for a particular application. 4) We also
present an integrated framework, i.e., DC-lp, based on DC_DVS
and DC_CONF, which addresses dc–dc converter configuration
and DVS simultaneously. Experimental results show that DC-lp
is able to save up to 24.8% of energy compared with previous
power management schemes, which do not consider the efficiency
variation of dc–dc converters.

Index Terms—DC–DC converter, low power, voltage scaling.

I. INTRODUCTION

A LMOST all modern digital systems are supplied
with power through dc–dc converters because high-

performance CMOS devices are optimized to specific supply
voltage ranges. DC–DC converters are generally classified into
two types, namely: 1) linear voltage regulators and 2) switching
voltage regulators, according to the circuit implementation.
However, nontrivial power dissipation is unavoidable in both
types of voltage conversion and directly affects battery life.
Fig. 1 shows the path of current flow through a dc–dc converter
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Fig. 1. Typical current flow path. Nontrivial power loss in the dc–dc converter
results in a short battery life despite low power dissipation of the digital system.

from a battery. It is reported that there is always a nontrivial
power loss in the converter, the amount of which is 10% to 40%
of the total energy consumed in the system.

It is generally known that switching regulators achieve better
power efficiency than linear regulators, but linear regulators are
much cheaper and produce less noise than switching regulators.
For this reason, switching regulators are mostly used for low-
power or high-current application, except when low noise or
low cost is particularly important. There are several works
that have addressed the problem of increasing the efficiency
of switching dc–dc converters. Some [2], [3] have focused on
more efficient circuit configurations, others [4], [5] on circuit
modifications, and yet others [2], [6], [7] on investigating the
sources of power loss in dc–dc converters and on developing
a power dissipation model in terms of input/output character-
istics and converter parameters. Simunic et al. [8] proposed a
methodology for cycle-accurate simulation of performance and
energy consumption in an embedded system with a dc–dc con-
verter and pointed out that the energy loss in a dc–dc converter
took a significant fraction of the total energy consumption.

On the other side, so far, a lot of power management tech-
niques aimed at saving energy in embedded system design
have been proposed. Nevertheless, almost all of them do not
seriously take into account the efficiency of dc–dc converters,
simply assuming dc–dc converter power efficiency as a constant
value [9], [10]. If the efficiency of a dc–dc converter was
constant over its entire operating range, we could ignore the
dc–dc converter’s effect on the total energy consumption of the
system. However, in reality, the efficiency of a dc–dc converter
has a close correlation with the level of output voltage and
load current. Consequently, when a power management scheme
such as dynamic voltage scaling (DVS), which involves varying
the supply voltage, is implemented in an embedded system,
it is also essential to properly schedule the output voltage of
the dc–dc converter, so that the overall energy consumption of
the system is minimized. Note that in the case of a switching
regulator, in addition to the output voltage, its power efficiency
is affected by the load current as well. The key concern of our
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work is as follows: Although an effective power management
scheme can reduce the power consumption of a device to a
large extent, it does not always mean that it also reduces the
power consumption of a dc–dc converter minimally, in some
cases operating very inefficiently, resulting in a poor battery
life enhancement. Consequently, it is quite necessary to solve
the two problems, namely: 1) the problem of (output) voltage
scaling of a dc–dc converter and 2) the problem of voltage
scaling that is applied to the devices other than the dc–dc
converter in an integrated fashion, so that the total energy
consumption is globally minimized.

DVS is accepted as one of the most effective and well-studied
power management techniques. Assuming that the processor
supply voltage is dynamically and continuously variable, there
are optimal algorithms for scheduling nonperiodic tasks and
selecting the best voltage for each task [11], and there are
also voltage scaling techniques with fixed priority scheduling,
which are applicable to periodic tasks [12]. Essentially, most
studies suggested DVS algorithms based on dynamic or static
priorities. These algorithms are differentiated by how slack
times are estimated and redistributed [13]–[17]. Some DVS
schemes adjust the supply voltage within an individual task
boundary (i.e., intratask), not on task-by-task basis [18]–[20].
In [21], practical DVS schemes with the consideration of dis-
crete supply voltage and nonuniform load capacitances were
suggested. However, while all these DVS schemes do save
energy, none of them take into account the effects of voltage
scaling on the dc–dc converter, the resulting changes in load
current, and their effect on the efficiency of the dc–dc converter
itself. To overcome this limitation in previous power man-
agement techniques, we will now address the issue of dc–dc
converter-aware power management. Specifically, we approach
the problem in two aspects to cover the core parts of the
problem of dc–dc converter-aware power management.

1) The converter-aware voltage scaling problem. For a sin-
gle task with execution cycles and a deadline, we derive
the power consumption model of a dc–dc converter by
analyzing how power consumption is related to output
voltage and propose a robust voltage scaling technique1

that minimizes the sum of the energy consumed by the
execution of the task and the energy dissipated by the
dc–dc converter. The proposed technique is then extended
to handle multiple tasks. We then address the other
problem.

2) The application-driven converter optimization problem.
This involves finding the dc–dc converter configuration
that is best suited to the application and system, in terms
of minimizing the total energy consumption.

Section II starts with a brief summary of the function of
dc–dc converters, followed by the development of a model of
their power consumption and the derivation of power equations.
In Section III, we present an integrated dc–dc converter-aware
energy minimization algorithm, which essentially solves the
two core problems, namely: 1) converter-aware voltage scaling

1Note that our proposed voltage scaling technique is flexible enough to be
incorporated into most of the existing DVS methods with minimal modification.
Section III-D covers such a general applicability.

Fig. 2. DC–DC converters generate different supply voltages for the CPU,
memory, and hard disk drive from a single battery.

and 2) application-driven converter optimization. Section IV
presents a set of experimental results that show the effectiveness
of the proposed techniques. Finally, concluding remarks are
made in Section V.

II. DC–DC CONVERTERS

A. Voltage Regulation

The proliferation of digital devices and constant technologi-
cal innovation make it impossible to use a single supply voltage
for all devices, and often, multiple levels are required in a single
device. Since all supply voltages are generally derived from a
single battery, voltage regulators (dc–dc converters) are needed
to control the supply voltage for each device, as indicated in
Fig. 2, which shows a simplified power supply network for a
typical battery-operated embedded system.

The primary role of a dc–dc converter is to provide a regu-
lated power source. Unlike passive components, logic devices
do not draw a constant current from their power supply. The
power supply current changes rapidly with changes in the
devices’ internal states. An unregulated power supply is likely
to suffer an IR drop corresponding to the load current, whereas a
regulated power supply aims to keep the output voltage constant
regardless of variation in the load current. The phenomenon of
IR drop is caused by internal resistance of the power supply.
Therefore, a dc–dc converter is still needed for voltage regula-
tion even if there is only one supply voltage.

B. Switching Regulator Basics

We focus on minimizing the power dissipation of a step-
down switching regulator, which is the type most frequently
used in low-power applications. A switching regulator uses an
inductor, a transformer, or a capacitor as an energy-storage
element to transfer energy from the power source to the sys-
tem. The amount of power dissipated by voltage conversion
in a switching regulator is relatively low, mainly due to the
use of low-resistance MOSFET switches and energy-storage
elements. However, the amount of power dissipated by a linear
regulator is rather high, mainly because there is an upper
bound on the efficiency of a linear regulator, which is equal
to the output voltage divided by the input voltage. In addition,
switching regulators can increase (i.e., boost), decrease (i.e.,
buck), and invert input voltage with a simple modification to
the converter topology, unlike linear regulators. Fig. 3(a) shows
the basic structure of the step-down (buck) switching regulator.

A switching regulator contains a circuit, located on the path
between the external power supply and the energy-storage
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Fig. 3. Simplified block diagram of a buck converter and the current flow thorough each component. (a) Structure of a buck dc–dc converter. (b) Current flow in
a PWM dc–dc converter. (c) Current flow in a PFM dc–dc converter.

element, which controls two MOSFET switches. The switch
control techniques most widely used in practical dc–dc con-
verters are pulsewidth modulation (PWM), which controls the
turn-on duty ratio of each MOSFET with a fixed switch-
ing frequency, and pulse-frequency modulation (PFM), which
controls the switching frequency by constraining the peak
current flowing through the inductor. Each control technique
has its own advantages and shortcomings. DC–DC convert-
ers controlled by PWM generate less ripple in the output
voltage, their switching noises are easier to filter out, and
they are more efficient under heavy loading, whereas dc–dc
converters controlled by PFM exhibit higher efficiency with
light loads.

Most commercial dc–dc converters use either PWM or hy-
brid PWM/PFM control. The hybrid technique inherits higher
light-load efficiency from the PFM control technique, but PWM
is preferred for applications that require low cost, or small size,
and for noise-sensitive systems including analog circuits and
wireless communication subsystems. A dc–dc converter needs
to be selected carefully to meet the constraints of a particular
application. In this paper, we will consider both types of dc–dc
converter.

C. Power Dissipation of DC–DC Converter

An ideal switching regulator consumes no power, unlike
an ideal linear voltage regulator. However, practical dc–dc
converters have nonideal characteristics that cause power to be
lost. Generally, the major sources of power dissipation in dc–dc
conversion are classified into three categories [7], which are to
be amplified in the remainder of this section. Based on a number
of previous studies of power loss in dc–dc converters [2], [7],
[25], we will express the power dissipation due to each source
in terms of manufacturing parameters and load conditions such
as the output voltage and the output current, which can be
controlled by DVS. In this paper, we will express the power

dissipation of the dc–dc converter as the sum of the following
three components:

Pdcdc = Pconduction + Pgate_drive + Pcontroller. (1)

1) Conduction Power Dissipation: All the elements of a
dc–dc converter, such as switches, inductors, and capacitors,
are nonideal and have their own resistive components RESR.
This means that power dissipation I2 · RESR due to the current
I through these elements is unavoidable.

Although varied amounts of current flow through different
components, as shown in Fig. 3, these currents are all positively
related to the load current IO of the system. Consequently, the
conduction power dissipation of the dc–dc converter can be
reduced by reducing the load current, which can be achieved
by high-level power management that controls the load power.

Since the two types of dc–dc converter have different ways
of switching their two MOSFETs, as shown in Fig. 3(b) and (c),
their conduction power dissipation has different characteristics.
Therefore, we use different conduction power models for the
different types of dc–dc converter.

The power consumption of a PWM dc–dc converter can be
formulated as

Pconduction(PWM) = I2
O ·(D·RSW1+(1−D)·RSW2+RL)

+
1
3
·
(

∆IL(PWM)

2

)2
·(D·RSW1+(1−D)·RSW2+RL+RC)

(2)

where VI , VO, and IO are the input voltage, output voltage, and
output current (i.e., the load current) of the dc–dc converter,
respectively; and RSW1, RSW2, RL, and RC are the turn-on
resistance of the top MOSFET (SW1), the turn-on resistance of
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the bottom MOSFET (SW2), the equivalent series resistance of
the inductor L, and the equivalent series resistance of the capac-
itor C, respectively. D and ∆IL(PWM) are the duty ratio (time
when the current actually flows through the component/total
time) and the ripple of the current flowing through the inductor,
respectively, which can be expressed as follows:

D =
VO

VI
, ∆IL(PWM) =

VO · (1 − D)
Lf · fS

(3)

where Lf is the value of the inductor, and fS is the switching
frequency, which is assumed to be constant in a PWM dc–dc
converter.

Pconduction(PWM) consists of two terms. The first and second
terms represent the conduction power consumptions due to
the dc component and the ac component (or current ripple),
respectively, of the current flowing through all components (i.e.,
SW1, SW2, L, and C) on the current path. In the first term of
Pconduction(PWM) in (2), D · RSW1 + (1 − D) · RSW2 + RL

is the effective resistance of the current path of the dc–dc
converter, considering the duty ratio of each component on that
path. The duty ratios for SW1, SW2, and L are D, (1 − D),
and 1, respectively. (Since the dc component of the current
flowing through the C is zero, the term related to C is omitted.)
It is well known that the conduction power consumption of
some systems can be expressed by I2 · R, where I is the current
flowing through the system and R is the resistive component of
the system. Therefore, the product of this effective resistance
and I2

O, where IO is equivalent to the dc component of the
current flowing through each component, can be used to model
the dc component of the conduction power consumption of
the PWM dc–dc converter. In the second term, D · RSW1 +
(1 − D) · RSW2 + RL + RC is the effective resistance, and
(1/3) · (∆IL(PWM)/2)2 is the square of the ac component (or
current ripple) of the current flowing through the components.

A PFM dc–dc converter has a variable switching frequency
that depends on the output current, the output voltage, and other
factors. Therefore, the switching frequency should be charac-
terized accurately to determine the amount of the conduction
power dissipation of a PFM dc–dc converter. From [7], the
switching frequency can be described as

fS(PFM) =
1
T

=
2 · IO

Ipeak · (TSW1 + TSW2)
(4)

where Ipeak is the peak inductor current allowed in a given PFM
dc–dc converter, and TSW1 and TSW2 are the turn-on times of
the top MOSFET (SW1) and the bottom MOSFET (SW2),
respectively. TSW1 and TSW2 can be determined as follows:

TSW1 =
Ipeak · Lf

VI − VO
, TSW2 =

Ipeak · Lf

VO
. (5)

Pconduction(PFM) in (6) is modeled in the same way as
Pconduction(PWM). In the first term, ((TSW1 + TSW2)/T ) ·
(Ipeak/2)2 is the square of the dc component of the current

flowing through each component, and in the second term,
(1/3) · ((TSW1 + TSW2)/T ) · (∆IL(PFM)/2)2 is the square of
the ac component of that current. The duty ratios for SW1
and SW2 are (TSW1/(TSW1 + TSW2)) and (TSW2/(TSW1 +
TSW2)), respectively. These expressions for the current and
duty ratios can be found in (or derived from) many references
(e.g., [7] and [25]). Replacing TSW1 and TSW2 with the expres-
sions from (5), we can also construct the alternative expression
shown in the last two lines of the following equation:

Pconduction(PFM)

=
TSW1+TSW2

T

·
((

Ipeak

2

)2
·
(

TSW1 ·RSW1

TSW1+TSW2
+

TSW2 ·RSW2

TSW1+TSW2
+RL

)

+
1
3
·
(

∆IL(PFM)

2

)2
·
(

TSW1·RSW1

TSW1+TSW2
+

TSW2 ·RSW2

TSW1+TSW2
+RL+RC

))

=
2·IO

Ipeak

·
((

Ipeak

2

)2
·
(

VO ·RSW1

VI
+

(VI−VO)·RSW2

VI
+RL

)

+
1
3
·
(

Ipeak

2

)2
·
(

VO ·RSW1

VI
+

(VI−VO)·RSW2

VI
+RL+RC

))

(6)

where ∆IL(PFM) is the ripple of the inductor current, which is
almost the same as Ipeak in the PFM dc–dc converter.
2) Gate Drive Power Dissipation: The gate capacitance of

two MOSFET switches is another source of power dissipation
in dc–dc converters. A dc–dc converter controls the output
voltage and maintains the required load current by opening and
closing two switches alternately. This process requires repeated
charging of the gate capacitances of the two switches. Thus, the
gate drive power dissipation is directly affected by the amount
of switching per unit time, which is the switching frequency.
Consequently, PWM dc–dc converters with a constant switch-
ing frequency consume a fixed gate drive power that is inde-
pendent of the load condition, whereas PFM dc–dc converters
consume less gate drive power as the output current diminishes.
Gate drive power dissipation is roughly proportional to the
input voltage, the switching frequency, and the gate charge of
MOSFETs, as shown in the following equation [25]:

Pgate_drive = VI · fS · (QSW1 + QSW2) (7)

where QSW1 and QSW2 are the gate charges of the top
MOSFET and the bottom MOSFET, respectively.

This gate drive power model can be applied to both PWM
and PFM dc–dc converters in the same way, except that fS is a
constant in the PWM model, but a variable in the PFM model.
3) Controller Power Dissipation: Besides the gate drive

power dissipation of the control circuit, the static power
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dissipation of the PWM or PFM control circuit, and the power
lost in miscellaneous circuits in a dc–dc converter should be
considered. Generally, controller power dissipation is indepen-
dent of the load condition, which makes this power dissipation
a dominant one under light loads. We characterize the controller
power dissipation as

Pcontroller = VI · Icontroller (8)

where Icontroller is the current flowing into the controller of
the dc–dc converter, excluding the current charging the gate
capacitance.

Almost all manufacturing parameters (i.e., RSW1, RSW2,
RL, RC , fS , Ipeak, Icontroller, etc.) can be obtained from
datasheets provided by the manufacturer of each component.
We can build a power consumption model for the dc–dc con-
verter with this information. We then validate our power model
by comparing the power estimated by the model with figures
from the dc–dc converter manufacturer’s datasheets or a circuit
simulation.

If we have one parameter whose value is not known, for
example, Icontroller, we can estimate its value from the dif-
ference between the energy consumption calculated by our
energy model excluding only Icontroller terms and the energy
consumption obtained from the curve of load current versus
efficiency (or power consumption), which is provided by the
manufacturers for a specific condition, as follows:

Pdcdc(PWM)(v)

= iO(v)2 ·
(

v

VI
· RSW1 +

(
1 − v

VI

)
· RSW2 + RL

)

+
1
3
·
(

1
2
· v

Lf · fS
·
(

1 − v

VI

))2

·
(

v

VI
· RSW1 +

(
1 − v

VI

)
· RSW2 + RL + RC

)

+ VI · fS · (QSW1 + QSW2) + VI · Icontroller

= Pdcdc_except_Icontroller(PWM)(v) + VI · Icontroller (9)

Icontroller

=

(
Pdcdc(PWM)(v) − Pdcdc_except_Icontroller(PWM)(v)

)
VI

.

(10)

Since all circuit parameters except Icontroller are given, we
can obtain the value of Pdcdc_except_Icontroller(PWM)(v) from
our power model and the value of Pdcdc(PWM)(v) from the
datasheet for a specific output voltage (v in the previous
equations) and, thus, estimate the value of Icontroller. Finally,
to verify the validity of our power model and the estimated
parameter, we incorporate this parameter value into our power
model and then see whether it estimates the power consumption
of the dc–dc converter accurately for different output voltages
and changed values of other parameters.

To validate these power models, we compared the efficiency
curves provided by manufacturers with the curves estimated

by our model for two commercial dc–dc converters, namely:
1) the TPS40009 [26] and 2) TPS62100 [27], which use PWM
and PWM/PFM hybrid control, respectively. All manufacturing
parameters have been extracted from datasheets. As shown
in Fig. 4, the power models for both the PWM and PFM
converters are accurate enough to allow us to estimate the power
dissipation of real dc–dc converters.

D. Effects of MOSFET Gate Width Sizing

As shown in previous sections, power dissipation in dc–dc
converters is affected by various parameters. These consist of
the manufacturing parameters, which cannot be changed at run
time, and load-dependent parameters, such as the output voltage
and current of the dc–dc converter, which can be changed to
suit the run-time workload, or by high-level power management
techniques.

Since we are trying to reduce the total system energy con-
sumption by means of DVS when using a given dc–dc con-
verter, rather than proposing modification to dc–dc converters
themselves, we consider most manufacturing parameters to be
fixed and focus on the effects of the run-time load variation
in the power dissipation. However, unlike other manufacturing
parameters, the gate width of the MOSFET switches shows
interesting behavior, especially in systems equipped with a
PWM dc–dc converter. As the gate width of the MOSFET
gets smaller, the turn-on resistance of the MOSFET increases,
whereas the gate charge is reduced [2], [7]. More specifically,
the turn-on resistance RSW and the gate charge QSW of
the MOSFET switches with a gate width of WSW can be
estimated as

RSW =
W0

WSW
R0, QSW =

WSW

W0
Q0 (11)

where R0 and Q0 are the turn-on resistance and the gate charge,
respectively, of a MOSFET with a gate width of W0.

This means that the optimal value of the gate width W , in
terms of the energy consumption, will vary with the load condi-
tion because the turn-on resistance and the gate charge affect the
load-dependent power (i.e., conduction power dissipation) and
the load-independent power (i.e., gate drive power dissipation),
respectively, in a PWM dc–dc converter. Since DVS causes
a drastic variation of the load condition from one application
to another, the optimal gate width of the MOSFET switches
may vary with the application in a DVS-enabled system. Fig. 5
shows that the change of W affects the conversion efficiency in
opposite ways under light and heavy loads.

III. DC–DC CONVERTER-AWARE ENERGY

MANAGEMENT TECHNIQUES

A. Proposed Algorithm: An Overview

Configuring a dc–dc converter and a DVS scheme to min-
imize the overall energy consumption is a complex problem,
as it will become apparent in the following section. To make
the problem more tractable, so that it can be involved in a
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Fig. 4. Comparison of dc–dc converter efficiency curves provided by a manufacturer with the estimates from our dc–dc converter power model.

Fig. 5. Conversion efficiency of a dc–dc converter for different values of the
parameter W . (The efficiency curve with W = W0 is equivalent to that of a
TPS40009 [26].)

systematic way, we propose a simple but robust framework,
which is called DC-lp, for our converter-aware energy mini-
mization algorithm. DC-lp essentially combines two core tech-
niques, namely: 1) DC_DVS (Section III-B) and 2) DC_CONF
(Section III-C). DC_DVS refines the DVS result by considering
the energy efficiency of the dc–dc converter to be used, whereas
DC_CONF refines the configuration of the dc–dc converter
(i.e., determines the optimal value of the parameter W ) from

Fig. 6. Flow of our proposed iterative algorithm DC-lp.

the updated DVS result. Fig. 6 shows the flow of the integrated
algorithm. Initially, we are given a DVS result A for input
tasks and a converter configuration B. Then, the two steps
in Fig. 6 are performed iteratively until there is no further
reduction in the total energy consumption: In Step 1, DC_DVS
is applied to A, using B to produce a new DVS result A′.
In Step 2, DC_CONF is applied to A′ to produce a new
configuration B′.



CHOI et al.: DC–DC CONVERTER-AWARE POWER MANAGEMENT FOR LOW-POWER EMBEDDED SYSTEMS 1373

The following sections describe the two steps, each of which
solves the dc–dc converter energy minimization problems.
Step 1 is the converter-aware voltage scaling problem, which is
to determine task and voltage schedules that minimize the total
energy consumption of a system, including that of the dc–dc
converter. Step 2 is the application-driven dc–dc converter
optimization problem, which is to find the most energy-efficient
configuration of the dc–dc converter for the application.

B. Converter-Aware Voltage Scaling Technique

For a CMOS circuit, it is well known that the CPU power Pi

and the energy consumption Ei for a task Ji can be computed
(assuming a fixed supply voltage) by

Pi =CCPU,i · V 2
dd,i · fi + Vdd,i · Istatic + Pon

Ei =Ri · Pi (12)

where CCPU,i is the average switched capacitance per clock
cycle for the task, fi is the operating frequency, Vdd,i is the
supply voltage used for the execution of the task, Istatic is
the frequency-independent static current (consisting mainly of
the subthreshold leakage current), Pon is the inherent power
consumption (which is independent of the scalable supply
voltage of the CPU), and Ri is the total number of cycles
required for the execution of task Ji.

However, supply voltage scaling incurs one crucial penalty,
i.e., the reduced voltage increases circuit delay, which is ap-
proximately linearly proportional to the supply voltage since
the circuit delay Td can be expressed [22] as

Td =
CLVdd

µCox(D/L)(Vdd − Vt)α
(13)

where CL represents the total node capacitance, µ is the mo-
bility, Cox is the oxide capacitance, Vt is the threshold voltage,
Vdd is the supply voltage for the task, α is a constant satisfying
1 < α < 2, and D and L represent the width and length of the
transistors, respectively.

An instance of a task scheduling and a voltage allocation
problem in a system consists of a set of tasks (or jobs) J =
{J1, J2, . . . , JN} and a variable voltage range [Vmin, Vmax],
where N is the number of tasks.

Each task Ji ∈ J is associated with the following
parameters:

ai arrival time of Ji;
di deadline of Ji (ai ≤ di);
Ri number of processor cycles required to complete Ji.

Since the supply voltage directly determines the processor’s
clock frequency [as implied in (13)], it is often convenient to
consider the energy consumption to be a function of the clock
frequency. Let fi(t) be the clock frequency assigned to task Ji

at time t, and let Pi(fi(t)) be the energy consumed in task Ji

during a unit time period, starting at t. Then, the total energy
consumed by the voltage scaling Ai of task Ji is given [11] by

E(Ai) =

ti,2∫
ti,1

Pi (fi(t)) dt (14)

where ti,1 and ti,2 are the starting and ending times, respec-
tively, of the execution of task Ji. Thus, the total CPU energy
consumption ECPU, excluding that of the dc–dc converter, for
N tasks (J1, J2, . . . , JN ) is

ECPU =
N∑

i=1

ti,2∫
ti,1

Pi (fi(t)) dt. (15)

Combining this equation with (1), the total energy consump-
tion, including that of the dc–dc converter, for the tasks can be
expressed as

Etot = ECPU +
N∑

i=1

ti,2∫
ti,1

Pdcdcdt. (16)

Note that the values of ai, di, and Ri are given for task Ji,
and the values of fi(t) and Pi(fi(t)) vary with the dynamically
scaled voltages used in running Ji and, thus, directly affect the
energy consumption. A schedule of tasks is referred to as a
feasible schedule if all the timing constraints of the tasks are
satisfied. Then, the task scheduling and voltage scaling problem
becomes as follows.
Problem 1: Given an instance of tasks, a dc–dc converter,

and the voltage range of a processor, find a feasible task
schedule and voltage scaling that minimizes Etot in (16).

To reduce the complexity of Problem 1, we first propose a
technique for solving a restricted version of the problem and
then extend it to a full solution.
Solution to Problem 1 with a single task: From (1) and

(12), we can derive the total power equation in terms of the
supply voltage variable alone because a system with DVS has
the maximum operating frequency, which is proportional to
its operating voltage. That is, f = αV , where α is a system-
dependent constant, and thus, PCPU = CCPU · α · V 3

dd + Vdd ·
Istatic + Pon. Furthermore, since power consumption can also
be expressed as a product of load current and supply voltage
(i.e., P = V I), we have

Idd =CCPU · α · V 2
dd + Istatic +

Pon

Vdd

=CCPU · α · V 2
O + Istatic +

Pon

VO
= IO (17)

where Idd is the supply current flowing into the CPU. IO is
the output current, and VO is the output voltage of the dc–dc
converter.
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Fixing the value of W in (1) and (17), we can express
the total power consumption Ptot, including that of the dc–dc
converter, for each control technique, as

Ptot(PWM)(v)

= PCPU(v)+Pdcdc(PWM)(v)

= CCPU ·α·v3+Istatic · v+Pon+iO(v)2

·
(

v

VI
·RSW1+

(
1− v

VI

)
·RSW2+RL

)

+
1
3
·
(

1
2
· v

Lf ·fS
·
(
1− v

VI

))2

·
(

v

VI
·RSW1+

(
1− v

VI

)
·RSW2+RL+RC

)

+VI ·fS ·(QSW1+QSW2)+VI ·Icontroller (18)

Ptot(PFM)(v)

= PCPU(v)+Pdcdc(PFM)(v)

= CCPU ·α·v3+Istatic · v +Pon+
2·iO(v)
Ipeak

·
((

Ipeak

2

)2
·
(

v

VI
·RSW1+

(
1− v

VI

)
·RSW2+RL

)

+
1
3
·
(

Ipeak

2

)2
·
(

v

VI
·RSW1+

(
1− v

VI

)
·RSW2+RL+RC

))

+VI · 2·iO(v)
Ipeak

· (VI−v)·v
Ipeak ·Lf ·VI

· (QSW1+QSW2)+VI ·Icontroller (19)

where v is the scalable voltage, the only variable controlled by
DVS, which is equivalent to both the supply voltage Vdd of the
CPU and the output voltage VO of the dc–dc converter, and
iO(v) = CCPU · α · v2 + Istatic + (Pon/v).

For a task with an execution time T and a deadline D, the
value of Etot for the execution of the task can be obtained by
simply multiplying the total power consumption Ptot(v) by the
execution time because the power loss in the dc–dc converter
during standby state is negligible, i.e.,

Etot(v) =

D∫
0

Ptot(v)dt =

T∫
0

Ptot(v)dt = T · Ptot(v). (20)

Then, applying T = R/f = R/αV , where R is the number
of cycles for the task and V is its supply voltage, to Etot(v)
gives

Etot(v) =
R

α
· Ptot(v)

v
. (21)

Etot(v) is not a monotonically increasing function of the
output voltage. This means that using the lowest feasible
voltage (or frequency) for a task does not always minimize
the total energy consumption. Fig. 7 shows the relationship

Fig. 7. Energy consumption against supply voltage for the system configura-
tion C1, which is described in Section IV (v ∝ CPU clock frequency).

Fig. 8. Summary of the proposed algorithm for Problem 1 with a single task.

between Etot(v) and supply voltage for a system consisting of a
PWM dc–dc converter and a general embedded CPU. The curve
clearly indicates that the optimal voltage for Etot(v) is not
always the lowest feasible voltage. (This system configuration,
i.e., C1, is described in Section IV. The curve for C2 has a
similar shape.)

We can derive the voltage that corresponds to the lowest
energy consumption by solving dEtot(v)/dv = 0. Applying
the inequality Vmin ≤ v ≤ Vmax, where Vmin and Vmax are the
minimum and maximum supply voltages, respectively, allow-
able for a given CPU, to this solution, we obtain the voltage
vOPT that gives the lowest energy consumption, together with
the corresponding operating frequency fOPT.

Fig. 8 summarizes our procedure for dc–dc converter-aware
energy-optimal DVS, which is called DC_DVS-1, to Problem 1
for a single task. DC_DVS-1 simply checks if the value of fOPT

in (21) is in the feasible frequency range [fmin, fmax] for the
processor and sets the energy-minimal frequency accordingly.
Solution to Problem 1 with multiple tasks: There are two

approaches to solving Problem 1 for multiple tasks. One is a
generic technique that is applicable to a broad class of DVS
methods. The other is a fine-tuned technique, which is only
applicable to a specific DVS method. Since we are interested
in the problem of integrating the efficiency variation of a dc–dc
converter into the existing DVS methods, we choose the former
approach. To be more specific, for any (existing) DVS method,
which makes no attempt to save power in the dc–dc converter,
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Fig. 9. Summary of the proposed algorithm for Problem 1 with multiple tasks.

we try to reduce the system energy consumption by allowing
for the power consumption used by the dc–dc converter. The
essence of our technique, which we call DC_DVS-m, is to
decompose the schedule into individual tasks and then to apply
DC_DVS-1, as summarized in Fig. 8, to each of partial schedule
with the aim of reducing the total energy consumption of
that particular task. Let Ebefore

i and Eafter
i be the values of

Etot from (21) for task i before and after the application
of DC_DVS-1 to that task, respectively. Then, the total amount
of energy saved by DC_DVS-m compared with the existing
DVS method is

∆Etot =
∑
task i

(
Ebefore

i − Eafter
i

)
. (22)

Note that the value of ∆Etot is always positive because, for
every i, Ebefore

i − Eafter
i > 0. Fig. 9 summarizes the procedure.

Note that DC_DVS-m preserves the task schedule produced
by the original DVS method. It only updates the frequency
(i.e., supply voltage) for each task. If the execution of a task
spans more than one time interval (due to the preemption of the
task), the intervals are merged into a single time interval, and
DC_DVS-1 is applied to that interval. Precisely, note that “time
interval” is an interval of time on which no voltage transition
occurs to further save energy consumption [11]. The notion of
time interval corresponds to that of critical interval in [11]. The
merging process of intervals of a task is to find a better voltage,
reflecting the power consumption of dc–dc converter as well.
The assignment [ai, di] = | ∫ | in Fig. 9 merges the split into
time intervals. When DC_DVS-1 has been applied to each task,
the merged interval is split into the original intervals. Since
DC_DVS-1 does not increase the length of the interval [ai, di],
the restored intervals will still satisfy the deadline constraint of
the task. This means that, essentially, since DC_DVS-m does
not change the schedule of tasks at all, the selection order of
tasks does not matter. The DVS scheme applied to the input
task in Fig. 9 is preemptive. However, a DVS scheme, which is
nonpreemptive, has fixed priorities, or other characteristics can
also be modified in this way.

C. Application-Driven Converter Optimization

The problem of implementing a dc–dc converter that con-
sumes the least energy consumption under the application of
DVS is not simple since some parameters may conflict with
each other. As mentioned in Section II-D, a parameter that
has a critical effect on energy consumption is the gate width
of the MOSFET switch W [see (11)] that controls the trade-

Fig. 10. Total energy consumption against W .

Fig. 11. Summary of the proposed algorithm for finding an energy-minimal
configuration of a dc–dc converter.

Fig. 12. Summary of the algorithm for Problem 1 for a single task, using a set
of discrete voltages.

off between load-independent and load-dependent power in a
significant way. (Fig. 10 shows two different energy curves
obtained from experiments with a dc–dc converter using two
different values of W ). In this section, we show how W can
be optimized to minimize the total energy consumption of
the system. Note that our optimization procedure is general
in that it is applicable to any of the parameters if the energy
consumption can be expressed in terms of that parameter.

Although it is not too difficult to find energy-optimal values
of W and V for a single task in a specific application, in a
practical point of view, it would be hard to find optimal values
for multiple tasks. Solving the problem using a complicated
mathematical tool would be very time consuming; thus, we
simplify the problem in a way to find the best value of W after
the application of DVS, independently of the dc–dc converter.
In other words, for a given DVS result, we want to find a
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Fig. 13. Determination of the discrete voltages (frequencies) by DC_DISC_DVS-1. (a) fOPT < fmin. (b) fOPT > fmax. (c) fmin ≤ fOPT ≤ fmax and
Etot(vL) ≥ Etot(vH). (d) fmin ≤ fOPT ≤ fmax, Etot(vL) < Etot(vH), and fL ≥ fideal. (e) fmin ≤ fOPT ≤ fmax, Etot(vL) < Etot(vH), and
fL < fideal.

value of W in [Wmin,Wmax] that minimizes the total energy
consumption of the system. Note that W in the converter
design must be kept within [Wmin,Wmax] to avoid violating
the constraints of worst-case power delivery and the maximum
size of the MOSFETs. More particularly, let v1, v2, . . . , vk

be the voltages applied to a (scheduled) sequence of unit
execution times of multiple tasks produced by a DVS scheme,
and let Etot(vi,W ) be the total energy consumption in the
corresponding time for a supply voltage vi. Then, the total
energy can be expressed solely in terms of w, which represents
the gate width W of the MOSFETs, as follows:

Etot(w) =Etot(v1, w) + · · · + Etot(vk, w)

= γ1 · w + γ2 · 1
w

+ γ3 (23)

where γ1, γ2, and γ3 are constants. Note that this equation
is convex with respect to w. Consequently, to determine the
energy-optimal value of W in [Wmin,Wmax], we first derive
a W value wOPT that minimizes Etot and then simply check
whether wOPT is in the range [Wmin,Wmax] and finally set
the minimum-energy value of W accordingly. This solution
procedure, which is called DC_CONF, is shown in Fig. 11.

D. DC–DC Converter-Aware DVS for
Discrete Supply Voltages

To show that DC-lp is applicable to a wide range of
DVS problems, we will now consider the problem of dc–dc
converter-aware DVS with discretely variable supply voltages
(or operating frequencies). By examining the flow of DC-lp
in Fig. 6, we can see that we need, at the least, to update
Step 1 (i.e., DC_DVS), which solves the DVS problem for
continuously variable supply voltages. In more detail, we need
to introduce the constraint of discrete voltages into DC_DVS-1,
which solves the dc–dc converter-aware DVS problem for
a single task. Once we have developed a technique (which
we will call DC_DISC_DVS-1) to solve the dc–dc converter-
aware DVS problem for a single task using discrete voltages,

DC_DVS-m can repeatedly use DC_DISC_DVS-1 for each
of the scheduled tasks. (Note that the execution schedule of
tasks will have already been obtained using an existing DVS
technique.) We now explain DC_DISC_DVS-1, which is also
summarized in Fig. 12.

Let (f1, f2, . . . , fK) be the set of available operating fre-
quencies, assuming f1 < f2 < · · · < fK . Also, let fmin and
fmax refer to f1 and fK , respectively. For a task to be executed
in a certain time interval, we determine the value of fOPT

in (21), which is the dc–dc converter-aware energy-optimal
operating frequency for a continuously variable voltage proces-
sor. Based on that value of fOPT, we try to find the most
energy-efficient operating frequency (or frequencies) in the set
(f1, f2, . . . , fK). If fOPT < fmin or fOPT > fmax, then we
have no choice except to use the extreme frequencies [the cases
in Fig. 13(a) and (b)].2 However, if the value of fOPT is in
between fmin and fmax, then we focus on the two frequencies,
which are the neighbors of fOPT in (f1, f2, . . . , fK). Let
fL and fH denote these two frequencies, where fL < fOPT

and fOPT < fH . We now compare the values of the energy
consumption Etot for vL and vH . If Etot(vL) ≥ Etot(vH), fH

is the best choice [the case in Fig. 13(c)]. Otherwise, fL will be
used. However, in this case, we have to check whether reducing
the frequency from fOPT to fL will violate the task’s timing
constraint. Let fideal be the lowest frequency that can be applied
to the task without violating the timing constraint. We now see
whether the value of fL is greater than fideal. If it is, fL will be
used [the case in Fig. 13(d)]. Otherwise [the case in Fig. 13(e)],
a combination of fL and fH is required. The time periods for
using fL and fH are simply determined from fL, fH , and the
given time interval for the task.

IV. EXPERIMENTAL RESULTS

We implemented our proposed dc–dc converter-aware power
management techniques in C++ and tested them on a set

2vx represents the voltage corresponding to the frequency fx.
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TABLE I
EXPERIMENTAL SYSTEM CONFIGURATIONS

TABLE II
EXPERIMENTAL CPU CONFIGURATIONS

TABLE III
COMPARISONS OF ENERGY CONSUMED BY NO DVS (NO_DVS), A CONVENTIONAL DVS SCHEME (DVS_ONLY), AND OUR DC–DC CONVERTER-AWARE

DVS TECHNIQUE (DC_DVS) FOR BENCHMARK PROGRAMS. SYSTEM CONFIGURATION IS C1,
AND w IS THE CONFIGURATION PARAMETER OF THE DC–DC CONVERTER USED

of benchmark designs [18], [23], [24]. The evaluation was
conducted in two parts: 1) For a given configuration comprising
a dc–dc converter, a task set, and a voltage range, we want to
know to what extent the voltage scaling achieved by DC_DVS
(see Figs. 8 and 9) reduces the energy consumption of the
system, including that of the dc–dc converter. 2) For a range of
values of W in the dc–dc converter, a task set, and a voltage
range, we want to know how effectively DC-lp (see Fig. 6)
determines the converter configuration and voltage scaling to
reduce the total energy consumption.
1) Target System Configurations: We performed our ex-

periments for two system configurations. C1 corresponds to
general embedded CPUs [e.g., PXA275 (Intel)], which have
operating currents of a few hundreds of milliamperes to a few
amperes and powered by a PWM dc–dc converter. C2 repre-

sents ultralow-power CPUs [e.g., MSP430C11x1 (Texas In-
struments) and PIC12F629 (Microchip)], which have operating
currents of a few hundreds of microamperes and powered by
a PWM/PFM hybrid dc–dc converter. These configurations are
summarized in Tables I and II.
2) Assessing the Effectiveness of DC_DVS: We tested

DC_DVS on a number of real-time task sets, including a
videophone application [18], an avionics application (AVN)
[23], and a computerized numerical control (CNC) machine
controller application [24]. For a fixed configuration of dc–dc
converter (w = 0.5W0, 0.75W0,W0, or 1.25W0, where W0 is
the gate width of the original MOSFET) and target system
(C1 or C2, which are described in Table I), Tables III and IV
compare the energy consumed by a scheme (NO_DVS) that
always applies the fastest clock frequency to every task, a
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TABLE IV
COMPARISONS OF ENERGY CONSUMED BY NO DVS (NO_DVS), A CONVENTIONAL DVS SCHEME (DVS_ONLY), AND OUR DC–DC CONVERTER-AWARE

DVS TECHNIQUE (DC_DVS) FOR BENCHMARK PROGRAMS. SYSTEM CONFIGURATION IS C2,
AND w IS THE CONFIGURATION PARAMETER OF THE DC–DC CONVERTER USED

TABLE V
COMPARISONS OF ENERGY CONSUMED BY NO DVS (NO_DVS), A CONVENTIONAL DVS SCHEME (DVS_ONLY),

AND OUR INTEGRATED CONVERTER-AWARE DVS (DC-lp). SYSTEM CONFIGURATION IS C1

second scheme (DVS_ONLY [11]) that performs an energy-
optimal voltage scaling without considering the energy con-
sumption in the dc–dc converter, and our dc–dc converter-aware
scheme (DC_DVS). Note that Motion Pictures Expert Group
(MPEG) is a single task, but the rest of the applications involve
multiple tasks. Therefore, DC_DVS-1 is applied to MPEG, and
DC_DVS-m is applied to the rest. Each design was tested three
times with a normal deadline D, a reduced deadline, and an
extended deadline, with the values shown in Table III. The
deadlines of AVN and CNC could not be reduced to 50%
because the resulting schedules are infeasible, even using the
highest voltage; thus, these changes are reduced to 10% and
40%, respectively. In summary, DC_DVS is able to reduce
the total energy consumption by up to 15.7% for C1 and
6.1% for C2, when compared with conventional DVS optimiza-
tion techniques, across four different configurations of dc–dc
converters.
3) Assessing the Effectiveness of DC-lp: Table V shows the

amount of energy consumed using NO_DVS and DVS_ONLY

with fixed values of w (w = W0 and w = 1.25W0) and us-
ing DC-lp with [Wmin,Wmax] = [0.5W0, 1.5W0]. The system
configuration is C1 throughout. The comparisons reveal that
DC-lp performs well both in terms of voltage scaling and in the
selection of a converter configuration to reduce the total energy
consumption. It saves a maximum of 24.8% more energy
than DVS_ONLY. This strongly implies that the problem of
selecting a dc–dc converter configuration that is best suited to
the target application program is at least as important as the
problem of voltage scaling in reducing energy consumption.
4) Assessing the Effectiveness of DC_DISC_DVS and

DC_DISC-lp: Tables VI and VII compare the energy con-
sumed under DC_DISC_DVS (which augments DC_DVS with
support for the discrete voltage constraint), with the energy
consumption using conventional DVS [21], for configurations
C1 and C2, respectively. Table VIII compares the energy
consumed using DC_DISC-lp, which replaces DC-lp. The sets
of voltages we used in the experiments were {0.8 V, 1.4 V,
2.0 V, 2.6 V, 3.2 V} for C1 and {1.8 V, 2.25 V, 2.7 V,
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TABLE VI
ENERGY CONSUMPTION USING DC_DISC_DVS COMPARED WITH A CONVENTIONAL DVS METHOD [21],

USING {0.8 V, 1.4 V, 2.0 V, 2.6 V, 3.2 V}, FOR THE CONFIGURATION C1

TABLE VII
ENERGY CONSUMPTION USING DC_DISC_DVS COMPARED WITH A CONVENTIONAL DVS METHOD [21],

USING {1.8 V, 2.25 V, 2.7 V, 3.15 V, 3.6 V}, FOR THE CONFIGURATION C2

3.15 V, 3.6 V} for C2. From Table VIII, we can see that
the energy reductions are comparable to those achieved by
continuously variable voltages, as shown in Table V.

V. CONCLUSION

A dc–dc converter is an essential component in voltage
scaling, but 10% to 40% of the total system energy is consumed
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TABLE VIII
ENERGY CONSUMPTION USING DC_DISC-lp COMPARED WITH A CONVENTIONAL DVS METHOD [21],

USING {0.8 V, 1.4 V, 2.0 V, 2.6 V, 3.2 V}, FOR THE CONFIGURATION C1

by the converter itself. We have proposed an effective way
to integrate the optimization of a dc–dc converter into well-
known DVS power-saving techniques. Specifically, we have
proposed a dc–dc converter-aware low-power DVS technique,
which is called DC-lp, in which two core subproblems, namely:
1) the dc–dc converter-aware energy-minimal DVS problem
and 2) the converter configuration selection problem, are effec-
tively solved and integrated. Our experimental results show that
DC-lp is able to restore up to 24.8% of energy loss compared
to a conventional DVS approach. We believe that a dc–dc
converter-aware power management scheme is essential in em-
bedded systems equipped with variable voltage processors.
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